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Abstract

In fields ranging from technical illustration to mapmaking, artists
have developed distinctive visual styles designed to convey both
detail and overall shape as clearly as possible. We investigate a
non-photorealistic shading model, inspired by techniques for carto-
graphic terrain relief, based on dynamically adjusting the effective
light position for different areas of the surface. It reveals detail re-
gardless of surface orientation and, by operating at multiple scales,
is designed to convey detail at all frequencies simultaneously.
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1 Introduction

This paper investigates the problem of communicating surface ge-
ometry to viewers, including both overall shape and fine-scale de-
tail. With standard rendering methods, based on local lighting or
global illumination, it may be difficult to depict detail everywhere
on a surface, since fine structure is typically revealed only with
grazing lighting (i.e., when the light is near the horizon, as seen
by a portion of the surface). Interactive systems that permit the
lighting and/or view to be controlled by the user allow for better
exploration, but non-photorealistic methods can be used to increase
the amount of information conveyed by a single view. In fact, it is
common for artists of technical drawings, medical illustrations, and
shaded topographical relief to depict surfaces in a way that is incon-
sistent with any physically-realizable lighting model [Imhof 1982],
but that is specifically intended to bring out the most detail.

Inspired by techniques used in cartography to produce shaded
relief drawings of terrain, we develop a non-photorealistic render-
ing strategy based on multiscale local toon shading. This combines
three key ideas:

• The lighting is clamped as in a toon shader to emphasize large
bends in the surface, as opposed to gradual changes in slope
(in practice we implement a “soft” clamping to avoid spurious
visual discontinuities).

• The lighting is computed at multiple scales (using surface nor-
mals smoothed by different amounts) in order to simultaneously
convey overall shape and details at different frequencies. The
user can control the relative emphasis given to different scales,
to yield the desired effect.

• The light direction varies such that it is always “grazing” with
respect to the overall orientation of that part of the object, thus
bringing out detail (Figure 1).

Taking inspiration from an examination of some of the principles
of shaded relief (Section 2), we describe our rendering algorithm
(Section 3) with the three stages outlined above, as well as exten-
sions (Section 4) including curvature-based light placement, vari-
ation of detail for controlling attention, and volumetric rendering.
We demonstrate the shading method in an interactive application,
with user control over viewpoint and overall lighting direction, and
propose applications ranging from displaying fine detail, such as

Figure 1: Simple diffuse lighting (left) results in lower contrast in the upper-

left and lower-right regions of this golf ball, where the surface is facing to-

wards or away from the light. Our proposed exaggerated shading (right)

brings out detail throughout the surface by locally moving the light direc-

tion to be grazing with respect to the surface. While this example shows

greatly increased contrast, a user could adjust the parameters of our model

to produce a more subtle effect.

chisel marks, to intuitive visualization of the results of geometric
signal processing algorithms. We compare our work (Section 5) to
several existing techniques for nonphotorealistic depiction of shape.

2 Principles of Shaded Relief

Our method for detail depiction is inspired by principles of hand-
shaded terrain relief that have been developed over the years. Even
though a great deal of artistry is required, cartographers such as Ed-
uard Imhof [1982] and Tom Patterson [shadedrelief.com] have
articulated some of the general principles involved:

1. Shadows and specular reflections should be omitted.

2. The lighting should appear to originate, broadly speaking, from
the top of the image. Illumination from the “northwest” (upper-
left) is commonly used.

3. The direction from which light appears to originate can be lo-
cally adjusted. For example, if a mountain ridge curves slightly,
one side of the ridge should continue to be lighter while the
other is dark. Similarly, given mountain ridges running at dif-
ferent orientations with respect to the “global” light direction,
their “light” sides should have the same brightness, as should
their “dark” sides.

4. The height should be exaggerated, and there should be sharp
transitions in brightness at ridges and valleys.

5. When generating relief drawings using a computer, Patterson
suggests blending between renderings made using the original
geometry and a smoothed version.

In addition to these, there are other principles used by artists that
we do not attempt to emulate, including selective shape generaliza-
tion, atmospheric perspective (a fog-like effect), hypsometric tint-
ing, manual adjustment of shapes for visual consistency, and occa-
sional dramatic warping of the source geometry. (In some extreme
examples, we have seen an entire mountain range rotated to lie par-
allel to the edge of the paper!) Figure 2, left, shows an example of
hand-drawn shaded relief of the area around Mt. Rainier, in Wash-
ington state, U. S.

Although we develop an algorithm for depiction of general 3D
shapes (rather than just height fields), we adopt several ideas based
on the above guidelines. For example, we vary the effective position
of the light source throughout the scene, and compute the shading
at multiple scales in order to bring out detail while also conveying
overall shape.
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Hand-drawn shaded relief Our method, starting from 40-meter elevation data

Figure 2: Our shading method is inspired by hand-made drawings of terrain relief, as shown at left. At center, we show the output of our method, with

parameters chosen to roughly resemble the image at left. While we do not reproduce the style exactly (particularly in the depiction of the snowcap), the pattern

of light and dark is the same. At right, we show the flexibility of our method: with a few changes to parameters, this rendering reveals more detail.

3 Shading Algorithm

Local lighting model: We begin by restricting ourselves to ter-
rain data (i.e., height fields), and considering the lighting model
to be used at a single scale. In his classic work on hill shading,
Horn [1981] describes several models that could be employed, but
we start with simple Lambertian shading based on the dot product
between the surface normal and light source. In order to provide de-
tail in regions that would ordinarily be self-shadowed, we consider
“unclamped” cosine shading with an ambient term:

1/2 + 1/2 n̂ · l̂, (1)

where the circumflex or “hat” denotes vectors normalized to unit
length. The light source direction l points “northwest,” or towards
the upper left of the image (following principle #2 above).

In order to emphasize local detail, a frequently-used method is
to exaggerate height (principle #4), as shown in Figure 3, center.
As the amount of exaggeration increases, the result eventually ap-
proaches aspect shading, in which brightness is solely a function
of the azimuth of the normal. While this achieves the goal of em-
phasizing small slopes, it remains the case that ridges running in
some directions have greater contrast than others. For example,
Figure 3 illustrates a (synthetic) height field dataset containing a
series of ridges radiating from a central hill. Even with height ex-
aggeration, ridges running close to northwest/southeast exhibit less
contrast than northeast/southwest ridges.

For this reason, we adopt a method inspired by cartoon shad-
ing [Decaudin 1996], in which the results of the lighting calcula-
tion are pushed towards pure white and black. Specifically, we use
a “soft toon” shader:

1/2 + 1/2 clamp
[−1...1]

a(n̂ · l̂), (2)

where a is a user-selected “exaggeration” parameter (typically be-
tween 25 and 50 for the examples in this paper). As shown in Fig-
ure 3, right, this retains the property of emphasizing sloped (as op-
posed to horizontal) surfaces, but ridges of almost all orientations
now receive approximately the same emphasis (principle #3). The
use of a soft transition (as opposed to simply snapping to black or
white) preserves an intermediate tone for perfectly level terrain.

Multiscale shading: We perform the above lighting calculation
at multiple scales (principle #5), with each shading pass using suc-
cessively smoother geometry. In practice, we smooth the surface
normal field rather than the shape itself. Specifically, for each ver-
tex we store the original surface normals (which we will refer to as
n0), as well as several smoothed versions (denoted ni, for i = 1..b)
that are computed as a preprocess. The smoothing is performed by
computing a weighted average of nearby normals for each vertex,

2× 4× 8× a = 2 a = 4 a = 8

Original Height Exaggeration Soft Toon Shading

Figure 3: Local lighting models, as illustrated on a sphere and a series

of ridges radiating from a central peak. Left: diffuse shading. Center:

a frequently-recommended strategy for emphasizing detail in terrain ren-

derings is scaling the height. Right: we instead adopt a shading model

(equation 2) based on soft toon shading. In addition to emphasizing de-

tail, this strategy also equalizes contrast between ridges running in different

directions. Of course, this strategy would still fail for a perfectly northwest-

southeast ridge.

weighted by a Gaussian falloff and the Voronoi area [Meyer et al.
2002] of each vertex. The Gaussian widths used for the averag-
ing are a geometric series, with each round of smoothing having its
width σi a constant factor times the previous width σi−1 (a factor

of
√

2 appears to work well in all cases).

Given the smoothed normals, we perform a series of shading
calculations using each set in turn. The results are then combined
together, with a final multiplier and offset of 1/2 used to remap the
values to the range [0 . . .1], as in equation (1).

Extension to arbitrary geometry — local lighting: To extend
our terrain shading algorithm to arbitrary 3D objects, we cannot
use a single light source direction: this would provide less detail in
areas of the surface facing directly towards or away from the light,
with more detail visible with grazing light. Therefore, we adjust the
local light direction per vertex and per scale, according to the nor-
mals in the next smoother scale. As shown in Figure 4, this is done
by projecting the light source direction into the plane perpendicular
to the smoothed normal ni+1, then computing our soft toon shading
using this light direction and the original normal:

ci = clamp
[−1...1]

a(n̂i · l̂i+1), (3)

where

li+1 = lglobal − n̂i+1 (n̂i+1 · lglobal). (4)

This places the light at the horizon relative to the smoothed nor-
mal, and thus emphasizes local detail regardless of overall surface
orientation. This is similar in spirit to building a Laplacian image
pyramid by computing differences between images smoothed by
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Figure 4: For rendering arbitrary 3D geometry, the effective light source

direction is adjusted on each pass to lie in the plane perpendicular to the

next-smoother normal.

successively-larger Gaussians, and also resembles the multiresolu-
tion thresholded “brightness” computation of Gooch et al. [2004].

The results of these lighting calculations at all scales are com-
bined with a global offset and simple unclamped-cosine shading
for the lowest level of detail:

c =
1

2
+

1

2

(

kb (n̂b · l̂global)

︸ ︷︷ ︸

“Base coat”

+
b−1

∑
i=0

ki ci

︸ ︷︷ ︸

“Detail terms”

)

. (5)

The contributions of the multiple passes are illustrated in Figure 5.
Note that the detail terms are signed, so the figure illustrates them
with a multiplier and offset of 1/2.

Stylistic control: There are a few user-tunable parameters that
affect the appearance of the final result:

• The total number of scales of smoothing or “frequency bands,”
denoted as b, affects the range of scales of detail that are de-
picted. It should be related to the size of the finest surface fea-
tures, relative to the size of the entire model. The examples in
this paper use values of b between 8 and 13.

• The contribution of each scale, ki, affects whether high or low
frequencies will be emphasized, or whether all scales contribute
equally. We have found that making ki proportional to a power
of the smoothing width σi provides intuitive control: a single
slider can affect which scales are emphasized (Figure 6). Ef-
fective visualizations typically result from powers between 0
(flat across frequencies) and −1 (contrast proportional to fre-
quency), with −1/2 a reasonable default. The ki are normalized
to sum to 1, or any other constant (determining overall contrast).

• The final color c may be remapped using any colormap, includ-
ing ones that apply gamma correction or introduce color vari-
ation. It is also possible to combine the images resulting from
different “global” lighting directions, by using a 2D colormap
indexed by values of c computed using different lglobal. A num-
ber of possibilities are presented in Figure 7, while Figure 1
uses a yellow-to-blue mapping inspired by Gooch et al. [1998].

4 Extensions

Principal direction-based light adjustment: Our basic render-
ing model, described above, simply projects the light source into
the plane perpendicular to the smoothed normal. We have also ex-
perimented with an effect that moves the light in that plane in order

Base i = 6

i = 5 i = 4

i = 3 i = 2

i = 1 i = 0

Figure 5: Our shading strategy combines terms revealing detail at multiple

scales, as visualized here.

ki ∝ σi ki = const.

ki ∝ σ−1
i ki ∝ σ−2

i

Figure 6: The relative contribution of each scale may be varied to produce

different effects in the final renderings.



Figure 7: Examples using different colormaps. The latter two figures use two passes, with the light source placed first at northwest then at northeast.

to maximize local contrast. To derive this, we suppose the light
source is in some (normalized) direction δ in the tangent plane, and
compute contrast as the magnitude of the gradient of the shading:

contrast = ‖∇(n̂ ·δ )‖. (6)

Using basic identities from differential geometry [do Carmo 1976],
we can show that this is equal to

∥
∥ IIδ

∥
∥ =

√

2Hκδ −K , (7)

where II is the second fundamental tensor, H is mean curvature, K
is Gaussian curvature, and κδ is the normal curvature in the direc-
tion δ . This is maximized when the magnitude of κδ is as large as
possible, which occurs when δ lies along d1, the principal direction
corresponding to the largest-magnitude principal curvature.

Therefore, we know that maximum contrast is achieved by po-
sitioning the light source to lie along the first principal direction at
each point. There is, however, an ambiguity we must resolve: the
principal direction is defined only up to a 180◦ flip. A simple strat-
egy, such as always choosing the flip that lies closer to the global
light direction, leads to objectionable visual discontinuities. We
eliminate these by scaling the contribution of the principal direc-
tion according to its dot product with the projected light direction:

leffective = (d1 · l)d1 + l. (8)

This has the effect of reverting to the projected light direction if the
principal direction is perpendicular to it, otherwise “nudging” the
light source towards d1.

Even with this correction, there is still another possible source of
visual discontinuities: locations where the principal curvatures have
nearly equal magnitude. In this case, the principal direction with
greatest curvature magnitude may differ by 90◦ between nearby
surface locations. We eliminate this discontinuity by scaling the
contribution of the principal direction by an amount that approaches
zero as the principal curvatures become equal in magnitude:

leffective = s(κ2
1 −κ2

2 )(d1 · l)d1 + l, (9)

where s controls the strength of the principal direction adjustment.
This constant should have dimensions of length squared, and we set
it proportional to σ2

i .

The primary effect of the above light source adjustment is to
increase the sharpness of brightness transitions at ridges and val-
leys. Figure 8 shows a comparison between purely projection-based
lighting and lighting adjusted by principal curvature direction: note
the increased definition of the indicated valley. We have observed
that the difference is most significant near sharp creases in the sur-
face, and for many models there is little effect.

Attention-based modulation of detail: Because one of the re-
quirements for our shading model is a set of pre-smoothed versions
of the mesh’s normals, it is simple to produce effects that vary the

Projected light Adjusted by principal direction

Figure 8: An example of the increased contrast along ridges and valleys

produced by principal direction-based adjustment of local light direction.

Global Detail Modulated based on Attention

Figure 9: Attenuating high-frequency detail away from a user-specified

point of interest can draw attention to a specific part of the model. At right,

the point of interest has been placed on the face.

relative amount of emphasis given to different frequencies at dif-
ferent points in the image. Figure 9 shows an example of spatially
modulating the contributions of different detail passes to empha-
size a point of interest. The weight of each scale band falls off
away from a user-specified center of attention, with the weight of
higher frequencies decreasing more rapidly. The center and amount
of modulation may be manipulated interactively.



Cosine shading Our method

Figure 10: Volumetric renderings of the Visible Female CT dataset show

increased definition in facial features (above) and ridges on the interior of

the skull (below) using our shading method.

Volumetric rendering: Although we focus mostly on rendering
polygonal surfaces, we believe that the proposed shading model has
applications in volumetric rendering domains, such as medical vi-
sualization. Since our only requirement is a set of smoothed nor-
mal maps, which may be computed from filtered versions of the
volume gradient field, we can use our model in any standard volu-
metric renderer. For example, Figure 10 shows images generated in
a conventional slice-based volume renderer, with opacity controlled
using a transfer function. At right, we augment the rendering with
our shading model, with normals at each scale computed from the
smoothed surface gradient. Note that our method accentuates both
large-scale features (e.g., the cheek in the top renderings) and small-
scale details of the model.

5 Discussion

Applications: The fine-scale surface details visualized effectively
by exaggerated shading are most frequently present in either 3D
scanned models or the results of geometric signal processing algo-
rithms. Figure 12 illustrates an application that combines both of
these: scanned 3D models of faces are acquired (a and b), and their
detail statistics are used by a texture synthesis algorithm to enable
applications such as aging [Golovinskiy et al. 2006]. Our shading

model allows for easy comparison between the results of the tex-
ture synthesis (d) and a simpler method that simply adds noise (c).
Another application is illustrated in Figure 13, top right: tool marks
are revealed in Michelangelo’s unfinished St. Matthew sculpture.

Implementation and costs: Our shading strategy is implemented
for surfaces by computing the color c per vertex (equation 5), with
the final colormap applied using a texture lookup. The rendering is
efficient even in software: on a 3 GHz. Pentium 4, a bunny model
with 144 k faces renders at 30 frames per second for b = 9 scales
of smoothing. We have also implemented the algorithm in a vertex
shader, which increases the performance to 90 frames per second on
a GeForce 6800GT. For volumetric models, we use a slice-based
renderer with the lighting computed in a fragment shader; a 33-
megavoxel volume renders at approximately 1 frame per second.

The greatest cost of our algorithm is the memory dedicated to
storing smoothed normals. In the current implementation, normals
are stored per-vertex, though it would also be possible to store fil-
tered normal maps as textures. The memory requirements could
be reduced by storing smoothed normals sparsely on the surface,
perhaps by hierarchically clustering the vertices and storing a sin-
gle normal at each interior node in the hierarchy. This would also
dramatically reduce precomputation time, which we have not at-
tempted to optimize (it ranges from a few seconds or minutes for
small models to several hours for the terrain and David head data-
sets, which have 3.5 M faces and use b = 13 scales of smoothing).

Relation to previous work: Our use of multiscale shading is re-
lated to the work of Gooch et al. [2004], who generated illustra-
tions from single images. One component of their computation in-
volves finding differences between successively-smoothed images,
followed by thresholding. Combining filtered images, with non-
linear functions applied separately to each frequency band, is also
used in some approaches for tone mapping of high-dynamic-range
images (e.g., [Li et al. 2005]), and it has been shown that manipu-
lating contrast at different scales can be used to control attention in
images [Su et al. 2005].

The concept of varying the light source throughout the model
is related to recent work in computational photography, in which
multiple photographs under different illumination are combined us-
ing either a manual painting interface or automatic criteria such as
maximal contrast [Akers et al. 2003; Agarwala et al. 2004]. A sim-
ilar approach is followed by the work of Lee et al. [2006], which
builds upon prior work in automated lighting design [Shacked and
Lischinski 2001; Gumhold 2002; Halle and Meng 2003] to place
light sources that each affect small regions of the surface. Figure 11
compares our method to published results by Lee et al. [2006].

The main differences between these previous systems and our
work include:

• We do not search for where to put the lights, but rather have
a deterministic criterion for light positioning that allows us to
compute an effective light direction per vertex. This allows for a
temporally coherent interactive application, including the abil-
ity to change view and overall lighting direction in real time.

• Our lighting is placed according to a “global” light direction,
leading to more consistent shape interpretation than with meth-
ods that light different parts of the surface independently.

• We permit the user to directly increase contrast far beyond what
is possible with light source positioning. This is useful for ap-
plications involving subtle surface detail (e.g., Figure 11, top).

• The multiscale nature of our algorithm allows it to reveal details
at many frequencies in a single image.

Other methods for conveying surface detail: There are compar-
atively few non-photorealistic rendering methods specifically de-
signed for conveying surface detail in a single image. Among meth-
ods that operate directly on a 3D object (as opposed to perform-
ing conventional rendering then applying image processing opera-
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Figure 11: Comparison of our method to published results of Geometry

Dependent Lighting [Lee et al. 2006]. At top, subtle folds and slightly em-

bossed letters are visible in a closeup of a scanned manuscript. At bottom,

our method highlights ridges in this skull model.

tions), one option is the technique of Cignoni et al. [2005], who per-
form conventional diffuse shading using a sharpened normal field.
This emphasizes contrast at corners, and produces effects analogous
to the use of unsharp masking in photo retouching.

A second, frequently encountered, effect relies on coloring based
on curvature. For example, Kindlmann et al. [2003] color convex
areas of an object lighter and concave areas darker, agreeing with
the intuitive observation that less light reaches valleys and folds on
a surface. Closely related effects involve coloring based on accessi-
bility [Miller 1994] or ambient occlusion [Zhukov et al. 1998], and
the depth shading of Cohen et al. [2004], which all have the prop-
erty that indentations on the surface are colored darker. In contrast
with these approaches, our technique retains the notion of a global
light source direction, and hence is inherently view-dependent. As
such, it is complementary to these view-independent approaches for
conveying detail. For example, our method will color one side of
a valley lighter and the other darker, as opposed to darkening the
valley. Figure 13 presents a comparison of our method to simple
Lambertian lighting, as well as curvature and accessibility shading.

6 Conclusion and Future Work

By combining multiscale processing with local adjustment to light
direction, our exaggerated shading technique communicates surface
geometry through single images, while also remaining practical for
an interactive system. It provides an alternative to previous meth-
ods such as mean curvature shading, which often convey detail at
the expense of conveying shape. Indeed, our shading model still
resembles real shading, making it more readily accepted by view-
ers: as has been shown, the human visual system does not verify the
global consistency of local estimates of illumination direction [Os-
trovsky et al. 2005]. This suggests perceptual studies to investi-
gate the amount of lighting exaggeration the human visual system
can tolerate, while retaining the ability to perceive surface shape,
rather than texture. Other future work includes a global optimiza-
tion framework for allowing more significant changes to lighting
direction while eliminating or hiding discontinuities, and an analy-
sis of shading over continuous scale space, rather than the discrete
scales we consider.
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(a) Scanned young face (b) Scanned old face (c) Aging+noise applied to (a) (d) Aging+synthesis applied to (a)

Figure 12: Exaggerated shading brings out details (wrinkles and pores) in both scanned meshes and the results of aging simulation [Golovinskiy et al. 2006].

The fine-scale detail in (c) is simply noise, while (d) is the result of texture synthesis based on a spatially-varying statistical model computed from (b).

Cosine shading Mean curvature Accessibility Our method

Figure 13: Comparison between detail-revealing shading effects. Note the emphasized detail in the chisel marks (top), hair (middle), and wing (bottom).


